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ABSTRACT types [5, 6, 7]. For automatic segmentation of speech, it
remains unclear how well a subsequent component handles
segmentation errors. For the latter case, the classifitatio
of DAs, it is typically assumed that the true segmentation

framework is used that is based on DA-specific N-gram lan- boundaries are provided. A.S aconsequence, a Qegradatlon
of the performance due to imperfect segmentation bound-

uage models. Furthermore, two new metrics for perfor- = .~ :
guag b aries is to be expected. Of course, for fully automatic pro-

mance evaluation are motivated and described and the in- : fth hst both task dto be add d
fluence of different metrics for performance evaluation is cessing ofthe speech stream both tasks need to be addressed.

demonstrated. The proposed method is evaluated on botrf.‘n mtfeg;\atid apc?roatchh tz*selgmt?tﬂtatlon and tdhg ct:rI1aSS|f|ca-
traditional and new metrics, and compared with our previ- lono s basedon e /A~ algorithm was usectin the con-

text of the Verbmobil project [8]. On the ICSI (MRDA)
ous work on the same task. Corpus [9] a sequential approach is described in [10], while
a simple extension of the segmentation scheme performing
1. INTRODUCTION joint segmentation and classification of DAs is considered
. ) ) . in [11]. In the text below we investigate joint segmentation
To support higher-level tasks such as information rettieva g cjassification of DAs following the lines of [8]. The per-

and summarization [1, 2], an input speech signal must beg,mance of this approach is then evaluated and compared
segmented into meaningful units, such as dialog acts (DAS) 1 the results reported in [10, 11].

Typical DA types are statements, questions, and backchan-
nels. The task we investigate in this paper is how to split a
stream of words into nonoverlapping segments of text and

assign mutually exclusive DA types to these segments. Whilc]=:Or the sequence of input wordsW = (w wy)
- Lyeoes mnjs

this task description suggests a sequential solution, an ap . ! :
. ; e we try to find a segmentatiof = (si, ... s, ) with cor-
proach based on joint segmentation and classification most

likely performs best. We use the teroint segmentation ;eez?‘%%ntilgglfrﬁblgfgfor:se((cfh’ti\'/'e'\f\llrgr)dsm:th\grfgf%
and classificatiorfor systems that do not implement this herek — 1 e i B
task in the form of two independent modules running in se- (wkj'i',:‘}’)w eret t'_ +§J’|:1 Sﬂ.f. i N f+Dii '
guence but produce their final result by taking into account b fom Isigr(‘jneng |lg)n "in classitica '?Dn;D I/If calm_now
information from both the segmentation and the classifica- e formulated ags, D) = arg mazs,p P(3, D|W). In

tion. This is in contrast to sequential approaches that do no

stead of maximizing®(S, D|1V), we invoke Bayes’ Rule to
take advantage of information produced by the classifinatio maximizeP(W |S, D) P(S|D)P(D), which can be decom-
of DAs for the segmentation step.

posed into the product given below, assuming independence
Previous work mainly concentrated on either the seg- of theW;, given both thes;, and thed;, as well as indepen-
mentation of speech into sentences [3, 4] or the classifi-

dence of thes; given thed;. Finally, we assume thd?(D)
cation of already segmented text into various sets of DA

We investigate the use of the A* algorithm for joint segmen-
tation and classification of dialog acts (DAs) of the ICSI
Meeting Corpus. For the heuristic search a probabilistic

2. METHODOLOGY

can be decomposed into a product of bigram probabilities
P(d;|di—1).
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Fig. 1. A* search graph for joint segmentation and classifi-
cation of DAs. The true segmentation and classification is

Reference SSQQQQS. S S B|IS. 9
System SIS QQD.D.D S S S
NIST-SU CEE C CEEC
DSER Cl E | C |E E|
Metric Errors Reference Rate
NIST-SU 3 FA, 1 miss 5 boundaries 80%
DSER 3 match errors 5 DAs 60%

Fig. 2. The NIST-SU, and the new DSER metrics for the
assessment of segmentation error rates. Both the refer-
ence and the system line represent a sequence of words
tagged with corresponding DA types, with S=Statement,
Q=Question, B=Backchannel, and D=Disruption.

indicated by the solid edges. Dashed edges correspond to

alternative segmentation paths.

are computed using the observed DA type-specific length
distributions, and thé>(d;|d;_) are provided by a bigram
DA grammar. Expression (1) can then be integrated into the
A* search algorithm in a straightforward way.

2.1. A* Search

During A* search, an optimal path through the input word

from the current node. Since in our case the search graph
just consists in a linear sequence of nodes (i.e the size of
the search graph only grows linearly with the number of
words), we can use a trivial heuristic function that always
returns zero. If the input would consist of a word lattice
instead of the single best output of a speech-to-text (STT,
i.e. automatic speech recognition) system, a more sophisti
cated approach might be needed to keep search times within
reasonable bounds.

2.2. Performance Metrics

sequencdV is found. This is achieved by defining the To assess the performance of segmentation or classification
nodes of the search graph as the positions between the wordsf DAs, a number of metrics have been proposed. For the
The start node:, corresponds to the position before the case of joint segmentation and classification most availabl
first wordw; and the final node comes directly after the last metrics do not directly fit. For instance, metrics evalugtin
word w,,. Edges of the search graph carry a label indicat- segmentation performance do not consider the correctness
ing the DA type and span one or more consecutive words.of the classification task while metrics for the classificati
Each edge therefore hypothesizes a potential DA within the of DAs assume perfect segmentation. Since tuning of sys-
input sequence of words. See Fig. 1 for an illustration. The tem parameters is inherent to most systems, it is important
costsC; of DA candidates are directly derived from Expres- to tune to metrics that are appropriate to the task at hand.
sion (1) as shown below. We first describe two metrics for the measurement of the
segmentation performance and then define metrics for the
joint segmentation and classification of DAs. The NIST-SU
metric was used to report the segmentation performance in
previous work [10] and has been provided by NIST in the
EARS MDE evaluations [12]. As this measure takes into ac-
By taking the negative logarithm of the probabilities retht ~ count only the local correspondence of reference bourslarie
to the DA candidates we can replace the product of Expres-and boundaries computed by the system, a direct interpreta-
sion (1) by the sum over the cost of subsequent edges in theion of the resulting error rates is not always easy. To pro-
search graph. Parameters A2, andAs (with A\; > 0, and vide a more intuitive metric that is directly related to DAS,
> Ai = 1) are introduced to reduce negative side effects we introduced the DA Segmentation Error Rate (DSER)

Ci —/\1 IOgP(WASz,dl) - /\2 IOgP(SZ|dZ)

—)\3 IOg P(di|di_1)

()

of the imperfect modeling of the different probabilitiedan
will be optimized experimentally on heldout data.

In complex search graphs, a problem-specific heuristic
function helps the A* algorithm to find the optimal solu-
tion efficiently. To achieve this, the heuristic function shu
provide a lower bound of the costs to reach the final node

in [11]. The DSER measures the percentage of wrongly
segmented DA segments, where a DA is considered to be
mis-segmented if and only if its left or right boundary (or
both) does not exactly correspond to the reference segmen-
tation. This implies that for the DSER metric missed cases
are penalized more than false alarms (FA) compared to the



Reference SSQQQQS. S S B|S. S Cond. System NIST-SU DSER Strict DER
System S|QSIQQD.D.D S S S [10] 34.5 40.8 644 544
Strict CEEEEEEEEEE [10] npt 46.0 53.0 724 641
DER c E | E |EH E| Ref [11] 46.3 553 743 66.5
A* 51.0 489 731 623
Metric Errors Reference Rate [10] 455 494 754 64.3
Strict 10 match errors 11words 91% [10] npt 595 62.0 829 732
DER 4 match errors 5 DAs 80% STT  [11] 59.6 62.4 838 739
A* 71.1 55,8 839 714

1.
Fig. 3. Comparison of the Strict and the new DER metric to : reduced system, no prosody

assess joint performance of segmentation and classificatio

of DAs. Table 1. Comparison of the NIST-SU and the DSER seg-
mentation error rates, and the Strict and DER joint segmen-
tation and classification error rates for both reference and

NIST-SU metric. Also, for the DSER metric the maximum .
STT conditions.

error rate is 100% (e.g. not putting boundaries anywhere)
while for the NIST-SU metric the error rate can easily ex-

0, 0,
Eie?‘ dlsro ﬁé&géggﬂ % ggglr%eaaéij?oentgﬁs\,\ée p:rtdz Er'?Yeference condition it is assumed that we have access to the
u Y W : w true sequence of the spoken words, while under the STT

average). See Fig. 2 for an illustration. condition the recognizer’s top-choice sequence of words is
For the assessment of the joint performance of the Se9provided

mentation and classification of DAs, a word-based and a Th ial ht tati d classifi
DA-based metric are used in the experiments described in € sequentialapproach to segmentation and classiiica-

Sec. 3. The word-based strict metric has been introduced 10" Of DAs described in [10] differs in a number of aspects

in [10] while the DA-based DER metric was proposed in [11] from the systems investigated in this paper. While this sys-

as an analog to the DSER segmentation metric. For the strici%e";].has .E[h.e {Joktg ntlaljdra\;vbackfof worl;mg u:ha sequentltal
metric, a word is considered to be correctly classified if and ashion, s taking advantage of prosody In the segmenta-

only if it has been assigned the correct DA type and it lies in tion step. To better compare the p-erformance of the pro-
exactly the same DA segment as the corresponding word Ofposed approaches, a redugeq Version .Of [10] that QOes not
the reference. The DA Error Rate (DER) not only requires a make any use of prosody is |'ncluded in the experiments.
DA candidate to have exactly matching boundaries but aIsoThe reducgd system uses a hldden-evgnt LM (HE-LM) for
to be tagged with the correct DA type. The DER thus mea- segmentation, and classification of DAs is based on the max-

sures the percentage of the misrecognized DAs and can bér‘?tum etntrct)py_ ftrameworI:. t-See [%jO]lfor f]:ci.etat!ls. Cf)lgAf'r‘?'t
seen as a length-normalized version of the strict metrie. Se attempts at joint segmentation and c'assitication o s In-

: : : cluded an extended version of a HE-LM which not only
Fig. 3 for anllustration. predicted the presence of a DA boundary (as in [10]) but
the type of the DA boundary at the same time, as described

3. EXPERIMENTSAND DISCUSSION in [11].
For the A* based approach presented in this paper, a

For all experiments reported here, the experimental setupgrid search was applied to find optimal values for param-
used is as described in [10]. Of the 75 available meetingSeters,\l, Ay, and A3 on the deve|0pment data. Parameter
of the ICSI MRDA corpus, two meetings of a different na- values that minimize the DER metric under reference con-
ture are excluded (Btr001, and Btr002). From the remaining ditions were found ak; = 0.7, A, = 0, and\; = 0.3. Un-
meetings, we use 51 for training, 11 for development, and der STT conditions optimal values weke = 0.8, A, = 0,
11 for evaluation. For the segmentation and classificaion 0 and A; = 0.2. The setting of\, = 0 indicates that the
the DA types, the available speech is first sorted accordinguse of the DA-specific length distributior3(s;|d;) does
to the speaker, and then by time. The available DA typesnot help to improve the joint segmentation and classifica-
are mapped to the following five distinct types: backchan- tion performance as measured by the DER (and the strict)
nels (B), disruptions (D), floor grabbers (F), questions (Q) metric. A possible reason for this is an implicit modeling of
and statements (S). Each system is then optimized and evalthe length by the DA-specific N-gram LMs. It is interesting
uated under both reference and STT conditions. Under theto note that to optimize the segmentation, very differett se

1 = . . . - tings would be selected, e.g,, = 1 for the minimization of
racy as defined i [3], and the “lenient” metrc [10] re nonsidered _ the DSER metric. To optimize the A* system for the NIST-
here, since they do not take into account segmentationserror SU metric, parameters; = 0.5, Ay = 0.2, and\3 = 0.3




DA Count [10] [10]ng A* 4. CONCLUSION AND OUTLOOK
B 1946 252 292 157

D 2220 72.9 84.2 80.9 We investigated the use of the A* graph search algorithm for
F 1918 54.6 68.4 57.3 joint segmentation and classification of DAs in multiparty
Q 1159 75.0 80.9 69.0 meetings. For this, the use of word-based DA-specific LMs
S 8889 53.4 63.6 68.1 is motivated in the context of a probabilistic frameworkgdan
!: reduced system, no prosody experimental results confirm the validity of the chosen ap-

proach. Furthermore, two new performance metrics, the
- . ) DSER for segmentation (measuring the percentage of the

TabIeg. DA-specific error rates using the D!E'R metric for correctly segmented DAs), and the DER for joint segmen-
the different systems under reference condiltlons. C_Olumntation and classification of DAs (quantifying the percertag
“Count” contains the number of corresponding DAs in the f correctly segmented and classified DAs), are described,
test set. and the influence of different metrics for performance eval-

uation is demonstrated.
worked best under reference conditions. As a consequence,. Results based_o!" the A* apprpach outperfg_rm our pre-
the test set NIST-SU error rate was reduced from 51.0% (aswous work[11] for joint segmentation and classification un

reported in Table 1) to 49.1%. At the same time, the DER der all conditions and for all metrics but the NIST-SU met-
was increased from 62.3% to 68% ’ ric and, under STT conditions, the strict metric. The origi-

Test set results are provided in Table 1. It can generallynal system [10] is outperformed for the proposed DER and

be observed that the A* approaches outperform the SequenpSER metrics when prosodic features are excluded. When

tial approach of [10] on the DSER and the DER metrics compared fo the original §ystem [10] including prosody,

X .~ the proposed approach still does better on questions and
when prosody is excluded. When compared to our Previous, . .\ channels
results for joint segmentation and classification basethen t Next steps- will include the integration of prosody and
HE-LM [11], we find a substantial improvement of the A* the processing of word lattices
approach for all conditions and metrics except for NIST- '
SU, and under STT conditions the strict metric. The low
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